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Motivation

Energy Estimation Steps Quantitative Ablation Study in HamQ

❑ Intelligent Sensors comprises of in-house Machine Learning (ML) accelerators to implement 

different task specific models on the raw-sensor data directly before sending to the host.

❑Analog Compute-in-Memory (ACIM) provides an energy efficient architecture to implement 

these models within the memory to reduce data transfer power and increase area efficiency.

❑This work enhances the energy efficiency of ACIM implementing ML models using HamQ a 

Hamming weight-based quantization framework based on a novel regularizer

Problem

❑ IRBL ∝ number of “1” stored in the 

column 

❑ IRBL ∝ PADC 

❑Characteristics of Current 

Domain ADC

Can we do HW/SW Co-design to 

reduce the ACIM power?

Approach

❑Based on a threshold 

decide the direction of 

gradient.

❑The magnitude of the 

gradient is the HM of 

the weight itself.

❑Map the layer to tiles

❑Find the number of ON bitcells in each crossbar during the 

layer execution

❑Obtain the corresponding accumulation and ADC power

❑Calculate the number of cycles required for layer execution

❑Compute the Energy corresponding to the layer

Qualitative Ablation Study in HamQ
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Conclusion

❑HamQ reduces per-inference energy consumption by 54.0% with a marginal accuracy degradation of 1.5% for the 8-bit ResNet-18 model in 

CIFAR-10 image classification and by 42.7% with a 3.5% degradation for the 6-bit DS-CNN model in keyword spotting task.
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